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Suppose, however, that it happens to happen that there is a bilinear substitution
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\end{aligned}
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whereby that product becomes $\Phi=u x^{2}+v x y+w y^{2}$.
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Manjul Bhargava's work on higher composition laws amply deals with these first two issues. I briefly illustrate my gross vulgarisation of that work for the present well known quadratic case, so as to instance its generalisations to cubic, and quartic fields. My remarks apply without meaningful change to function fields.
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Now set $\varphi(x, y)=Q(x-\alpha y)(x-\bar{\alpha} y), \varphi^{\prime}(x, y)=Q^{\prime}\left(x-\alpha^{\prime} y\right)\left(x-\bar{\alpha}^{\prime} y\right)$.

Now set $\varphi(x, y)=Q(x-\alpha y)(x-\bar{\alpha} y), \varphi^{\prime}(x, y)=Q^{\prime}\left(x-\alpha^{\prime} y\right)\left(x-\bar{\alpha}^{\prime} y\right)$. Then $\omega^{2}-T \omega+N=0$, and an intelligent look at the product

$$
\begin{aligned}
& G(X-\alpha Y)\left(X^{\prime}-\alpha^{\prime} Y^{\prime}\right)=\left(x-\alpha^{\prime \prime} y\right)= \\
& \left(A_{x} X X^{\prime}+B_{x} X Y^{\prime}+C_{x} X^{\prime} Y+D_{x} Y Y^{\prime}\right)-\alpha^{\prime \prime}\left(A_{y} X X^{\prime}+B_{y} X Y^{\prime}+C_{y} X^{\prime} Y+D_{y} Y Y^{\prime}\right),
\end{aligned}
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Note that the 'infrastructural composition' I detail is well defined on forms or ideals whereas compounding is well defined only on equivalence classes of forms, or ideals.
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I add as an aside that the algorithmic issue in composing pairs of quadratic forms of course is not cute formulæ but the time taken to reduce a composite. Dan Shanks's NUCOMP deals with that by reducing the magic matrix $M\left(\varphi, \varphi^{\prime}\right)$, whose entries are single precision (the precision of the data), rather than the double precision coefficients of the raw composite. In practice, it essentially suffices to apply the Euclidean algorithm to the pair $\left(B_{x}, B_{y}\right)=(B, Q / G)$ until one has two remainders of half-precision.
That also supplies the data necessary to obtain enough of the reduced magic matrix $\mathcal{M}\left(\varphi, \varphi^{\prime}\right)$ to write a reduced composite and to compute its position (distance) in the cycle of forms.

By happy chance, that reduction process also appears in general to find the 'nearest' reduced form (a matter of issue in the real $=$ indefinite case) apparently because that process reduces to the 'previous' reduced form.
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Bhargava explains that the correct box is $2 \times 3 \times 3$, thus a pair $(A, B)$ of $3 \times 3$ matrices, and that the unique $\mathrm{SL}_{3}(\mathbb{Z}) \times \mathrm{SL}_{3}(\mathbb{Z})$ invariant is a cubic form
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f(x, y)=a x^{3}+b x^{2} y+c x y^{2}+d x^{3}=\operatorname{det}(A x-B y)
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Hence the unique $\Gamma=\mathrm{GL}_{2}(\mathbb{Z}) \times \mathrm{SL}_{3}(\mathbb{Z}) \times \mathrm{SL}_{3}(\mathbb{Z})$ invariant is the discriminant $\operatorname{Disc}(f)$ of $f$.
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Specifically, given a cubic ring $R$ (a ring free of rank 3 as a $\mathbb{Z}$-module), take $(1, \omega, \theta)$ as a $Z$-basis for $R$. A 'normal' such basis has $\omega \cdot \theta \in \mathbb{Z}$ and one may define seven integers $a, \ldots, n$ by setting
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\omega \theta=n, \quad \omega^{2}=m+b \omega-a \theta, \quad \theta^{2}=l+d \omega-c \theta
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\omega \theta=-a d, \quad \omega^{2}=-a c+b \omega-a \theta, \quad \theta^{2}=-b d+d \omega-c \theta
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and it follows that a binary cubic form $\operatorname{det}(A x-B y)$ leads to a unique cubic ring. Moreover, a $\mathrm{GL}_{2}(\mathbb{Z})$ transformation of the basis $(\omega, \theta)$ of $R / Z$ (and a subsequent renormalisation) transforms $f(x, y)$ by the same transformation.
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## Ideals in Cubic Rings

Bhargava calls a pair ( $I, I^{\prime}$ ) of (fractional) ideals of $R$ 'balanced' if $I I^{\prime} \subseteq R$ and $\operatorname{Norm}(I) \operatorname{Norm}\left(I^{\prime}\right)=1$; loosely, an equivalence class of balanced pairs is a pair of equivalence classes of ideals inverse to one another in the ideal class group. Then the nondegenerate orbits of $\Gamma$ acting on the boxes of integers correspond to the isomorphism classes of pairs $\left(R,\left(I, I^{\prime}\right)\right)$.
The explicit correspondence asks one to write $I=\left\langle\alpha_{1}, \alpha_{2}, \alpha_{3}\right\rangle_{\mathbb{Z}}$, $I^{\prime}=\left\langle\alpha_{1}^{\prime}, \alpha_{2}^{\prime}, \alpha_{3}^{\prime}\right\rangle_{\mathbb{Z}}$ and, recalling $I I^{\prime} \subseteq R=\langle 1, \omega, \theta\rangle$, to compute all the $\alpha_{i} \alpha_{j}^{\prime}=c_{i j}+a_{i j} \omega+b_{i j} \theta$. Then $A=\left(a_{i j}\right), B=\left(b_{i j}\right)$ will do. This all follows from the trivial case $I=I^{\prime}=R$, when

$$
(A, B)=\left(\left[\begin{array}{lll} 
& & 1 \\
& -a & \\
1 & & -c
\end{array}\right],\left[\begin{array}{lll} 
& 1 & \\
1 & b & \\
& & d
\end{array}\right]\right) .
$$

The pair $(A, B)$ just now given display the principal class of forms defined by $f$.
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The pair $(A, B)$ just now given display the principal class of forms defined by $f$.

Manjul delightedly shows that, eventually, the $R$-module structure of the $I$, respectively $I^{\prime}$, given by the correspondence is explicitly given in terms of determinants made from the columns, respectively rows of $A$ and $B$, instanced by

$$
\begin{aligned}
-\omega \cdot \alpha_{1} & =\left|B_{1} A_{2} A_{3}\right| \cdot \alpha_{1}+\left|A_{1} B_{1} A_{3}\right| \cdot \alpha_{2}+\left|A_{1} A_{2} B_{1}\right| \cdot \alpha_{3} \\
-\omega \cdot \alpha_{2} & =\left|B_{2} A_{2} A_{3}\right| \cdot \alpha_{1}+\left|A_{1} B_{2} A_{3}\right| \cdot \alpha_{2}+\left|A_{1} A_{2} B_{2}\right| \cdot \alpha_{3} \\
-\omega \cdot \alpha_{3} & =\left|B_{3} A_{2} A_{3}\right| \cdot \alpha_{1}+\left|A_{1} B_{3} A_{3}\right| \cdot \alpha_{2}+\left|A_{1} A_{2} B_{3}\right| \cdot \alpha_{3} \\
-\theta \cdot \alpha_{1} & =\left|A_{1} B_{2} B_{3}\right| \cdot \alpha_{1}+\left|B_{1} A_{1} B_{3}\right| \cdot \alpha_{2}+\left|B_{1} B_{2} A_{1}\right| \cdot \alpha_{3} \\
-\theta \cdot \alpha_{2} & =\left|A_{2} B_{2} B_{3}\right| \cdot \alpha_{1}+\left|B_{1} A_{2} B_{3}\right| \cdot \alpha_{2}+\left|B_{1} B_{2} A_{2}\right| \cdot \alpha_{3} \\
-\theta \cdot \alpha_{3} & =\left|A_{3} B_{2} B_{3}\right| \cdot \alpha_{1}+\left|B_{1} A_{3} B_{3}\right| \cdot \alpha_{2}+\left|B_{1} B_{2} A_{3}\right| \cdot \alpha_{3}
\end{aligned}
$$
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In the case of binary quadratic forms, the unique $\mathrm{SL}_{2}(\mathbb{Z})$-invariant is the discriminant $D$, which classifies orders in quadratic fields. The primitive classes having a fixed value of $D$ form a group under a certain natural composition law. This group is naturally isomorphic to the narrow class group of the corresponding quadratic order.

## Composition

Ultimately, composition is defined in terms of multiplication of ideal pairs $\left(I, I^{\prime}\right)$. Bhargava presses the analogy:

In the case of binary quadratic forms, the unique $\mathrm{SL}_{2}(\mathbb{Z})$-invariant is the discriminant $D$, which classifies orders in quadratic fields. The primitive classes having a fixed value of $D$ form a group under a certain natural composition law. This group is naturally isomorphic to the narrow class group of the corresponding quadratic order.

In the case of $2 \times 3 \times 3$ integer boxes, the unique $\mathrm{SL}_{3}(\mathbb{Z}) \times \mathrm{SL}_{3}(\mathbb{Z})$-invariant is the cubic form $f$, which classifies orders in cubic fields. The projective classes having a fixed value of $f$ form a group under a certain natural composition law. This group is naturally isomorphic to the ideal class group of the corresponding cubic order.
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